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Abstract. Theabstractionsandprotocolmechanismsthat form thebasisfor inter-agentcommunicationscan
significantlyimpacttheoverall designandeffectivenessof Mobile Agentsystems.We presentthedesignand
performanceanalysisof a reliablecommunicationmechanismfor Mobile Agent systems.Our protocolsare
presentedin thecontext of a Mobile AgentsystemcalledAGNI � . We have developedAGNI communication
mechanismsthat offer reliablepeer-to-peercommunications,and that are integratedwith our agentlocation
trackinginfrastructureto enableefficient, failure-resistantnetworking amonghighly mobilesystems.We have
analyzedthedesignparametersof our protocolsusingan in-situ simulationapproachwith validationthrough
measurementof our prototypeimplementationin realdistributedsystems.Our systemassumptionsaresimple
andgeneralenoughto make our resultsapplicableto otherAgentsystemsthatmayadoptour protocolsand/or
designprinciples. �

1 Intr oduction

Mobile Agentsarea convenientandpowerful paradigmfor structuringdistributedsystems.Using the Agent
paradigm,work canbeassignedto sequential,event-driventasksthatcooperatewith eachotherto solve a dis-
tributedproblem.In suchsystems,Agentsroamthenetwork accessingdistributedinformationandresources
while solvingpiecesof theproblem.Duringthecourseof thesecomputationsMobile Agentsneedto communi-
cateamongthemselvesto exchangestateandstatusinformation,controlanddirectfuturebehavior, andreport
results.
Theabstractionsandprotocolmechanismsthatform thebasisfor inter-agentcommunicationscansignificantly
impact the overall designand effectivenessof Mobile Agent systems.Numerousapproachesto inter-Agent
communicationsarepossibleincluding RPCand mailboxes [3]. In this work we presenta simple,ordered,
reliable,one-way messageprotocolon topof whichotherabstractionscaneasilybebuilt.
Reliable,orderedone-way communicationmechanismsgreatlysimplify the constructionof mostdistributed
applications.In traditionaldistributedapplications,TCP [15] providessuchservices.Throughdecadesof expe-
rienceandre-engineering,TCPhasevolvedinto a protocolthatis highly effective at providing reliableend-to-
enddatadeliveryover theconditionsfoundin today’s Internet(e.g.,link failures,variablelatencies,congestion
loss).
In this paper, we examinehow to build a TCP-like reliablecommunicationmechanismfor Mobile Agentsys-
tems.Thefirst questionto beaddressedis ”Why we don’t usetheexisting TCP?”We arguethatMobile Agent
systemsimposenew communicationrequirementsand problemsthat are not adequatelyaddressedby con-
ventionalTCP, nor its potentialminor variants.In particular, we areconcernedwith building failure resistant,
rapidly re-configurabledistributedsystems.We view thesesystempropertiesasa primarymotivation for dy-
namicAgentcreationandmobility mechanisms,andasposingsignificantrequirementsoninter-Agentcommu-
nicationsmechanisms.As such,werequirethatAgentsystemsbeableto (1) detectandrecover from failuresin
theend-to-endtransportmechanismand(2) accommodateefficient communicationamongmobileend-points.
Neitherof thesecapabilitiescanbeprovidedusingstandardTCP.
In the remainderof this paperwe presentthe designandperformanceanalysisof a reliablecommunication
mechanismfor Mobile Agentsystems.Ourprotocolis presentedin thecontext of aMobile Agentsystemcalled
AGNI, whosegeneraldesignandcapabilitieshavebeendescribedearlier [13]. Ourcommunicationmechanism

� AGNI standsfor AgentsatNIST andis alsoSanskritfor fire.� Thiswork wassupportedin partby DARPA undertheAutonomousNegotiationTeams(ANTS) program(AO # 99-H412/00).
Thework describedin this paperis a researchprojectandnot an official US. Governmentendorsementof any productor
protocol.



offersreliablepeer-to-peercommunicationsthatareintegratedwith our Agent locationtrackinginfrastructure
to enableefficient, failure-resistantnetworking amonghighly mobile systems.Our systemassumptionsare
simpleandgeneralenoughto make our resultsapplicableto otherAgentsystemsthatmayadoptour protocol
anddesignprinciples.We have analyzedthe designparametersof our protocolsusingan in-situ simulation
approachwith validationthroughmeasurementof our prototypeimplementationoperatingin real distributed
systems.
Therestof thispaperis organizedasfollows.Section2 presentsanoverview of oursystemdesignanddescribes
a sliding window protocolfor mobile end-pointsthat is the focusof this paper. In Section3, we presentour
systemsimulationdesignandpresentevidencethat it approximatesthe real systemperformance.Section4
presentsresultsthatshow theimportanceof efficient locationtrackingandmessagebuffering asthey relateto
theefficiency of theprotocol.Section5 presentsrelatedwork andfinally we concludewith a summaryof our
findingsin Section6.

2 Mobile Streamsand AGNI

Webegin by providing anoverview of oursystemmodel.Thespecificsof thismodelarepertinentto ourAGNI
Mobile Agentsystem;however, themodelis generalenoughto fit severalexisting Mobile Agentsystems.The
basicabstractions,constructsandcomponentsof oursystemaresummarizedin thefollowing paragraphs.
A Mobile Stream(MStream) is a namedcommunicationend-pointin a distributedsystemthat canbe moved
from machineto machinewhile adistributedcomputationis in progressandwhile maintainingasender-defined
orderingguaranteeof messageconsumptionwith respectto theorderin which messagesaresentto it.
An MStreamhasa globally uniquename.We referto any processorthatsupportsanMStreamexecutionenvi-
ronmentasa Site. Theclosestanalogyto anMStreamis a mobileactive mailbox.A mailbox,like anMStream
hasa globally uniquename.MStreamsprovide a FIFO ordering,ensuringthatmessagesareconsumedfrom
MStreamin thesameorderasthey aresentto it. Usuallymailboxesarestationary. MStreams,ontheotherhand,
have theability to move from Siteto Sitedynamically. Usuallymailboxesarepassive. In contrast,messagear-
rival at an MStreamcan trigger the concurrentexecutionof messageconsumptionevent handlers(Append
Handlers). Suchhandlersthatareregisteredwith theMStreamprocessthemessageandcansendmessagesto
otherMStreams.
An AGNI distributed systemconsistsof oneor more Sites. A collection of Sitesparticipatinga distributed
applicationis called a Session. EachSite is assigneda Location Identifier that uniquely identifiesit within
a given Session.New Sitesmay be addedandremoved from the Sessionat any time. An MStreammay be
locatedon, or moved to any Site in the Sessionthat allows it to residethere.MStreamsmay be openedlike
socketsandmessagessent(appended) to them.Multiple eventhandlersmay bedynamicallyattached,to and
detachedfrom,anMStream.Handlersareinvokedondiscretechangesin systemstatesuchasmessagedelivery
(append),MStreamrelocations,new Handlerattachmentsnew SiteadditionsandSitefailures.
Handlerscancommunicatewith eachotherby appendingmessagesto MStreams.Thesemessagesaredelivered
asynchronouslyto the registeredAppendHandlersin the sameorder that they were issued� . A messageis
delivered at an MStreamwhen the AppendHandlersof the MStreamhasbeenactivatedfor executionas a
resultof themessage.A messageis consumedwhenall theAppendhandlersof theMStreamthatareactivated
asa resultof its deliveryhave completedexecution.
An applicationbuilt on our systemmaybedynamicallyextendedandre-configuredin severalwayswhile it is
in execution(i.e.,while therearependingun-deliveredmessages).First, anAgentcandynamicallychangethe
handlersit hasregisteredfor a givenEvent.Second,new Agentsmaybeaddedandexisting Agents(andtheir
handlers)removed for an existing MStream.Third, new MStreamsmay be addedandremoved.Fourth,new
Sitesmaybeaddedandremoved,andfinally, MStreamsmaybemoved dynamicallyfrom Site to Site.These
changesmayberestrictedusingresourcecontrolmechanismsthataredescribedin greaterdetail in our earlier
paper[13].
All changesin theconfigurationof anMStream,suchasMStreammovement,new Agentadditionanddeletion,
andMStreamdestructionaredeferreduntil thetime whenno Handlersof theMStreamareexecuting.We call
thistheAtomicHandlerExecutionModel. Messagedeliveryorderis preserveddespitedynamicreconfiguration,
allowing boththesenderandreceiver to bein motionwhile asynchronousmessagesarependingdelivery.

� By asynchronousdeliverywemeanthatthesendercancontinueto sendmessagesevenwhenpreviously sentmessageshave
notbeenconsumed.Synchronousdeliveryof messagesis supportedasanoptionbut asynchronousdelivery is expectedto be
thecommoncase.Wedo notdiscusssynchronousdelivery in this paper



2.1 Requirementsfor ReliableMessagePassingBetweenAgents

When one needsto provide reliable in-order end-to-endcommunications,the first issueto be addressedis
”Can we usetheexisting TCP ?” We arguethathighly Mobile Agentsystemsimposeuniquecommunication
requirementsthat arenot easilyaddressedby conventionalTCP. In particular:(1) Agentsneedthe ability to
detectandrecover from failuresin the end-to-endtransportmechanism.If we useconventionalTCP andthe
Site wherea receiver is locatedfails, the senderwould have no idea of what packets have beendelivered.
To accommodatefor this, we would have to build applicationlevel protocolsthat addressreliability beyond
the existenceof a singleTCP connection.(2) Agentsneedto communicatewhile moving from machineto
machineandTCP doesnot handlemoving endpoints.Even in mobileTCP [1], thecommunicationstackand
the connectionstateremainsfixed to a given machine- only the packetsarere-routedasthemachinesmove
around.Mobile Agents,on theotherhandaremobileapplications.Whentheapplicationmoves,theconnection
hasto move.(3) Agentcommunicationsneedto beoptimizedfor mobility. If weaddressedmobility by creating
new TCP connectionsto eachlocationan Agent visited, we would suffer the connectionsetupcost for each
moveandtheinability to transmitto Agentswhile they arein motion.In ourwork, weadoptmany of thedesign
featuresandmechanismsof TCP, but embodythemin aUDP-basedprotocolthataccommodateshighly mobile
end-pointsandextendedreliability semanticsandwe describeourprotocolin thenext section.

2.2 A Sliding-window Protocol for ReliableAgent Communication

Within ourAGNI framework, messagesaresentto MStreamsusinganin-order, sender-reliabledeliveryscheme
built on top of UDP. All messagesareconsumedin theorderthey areissuedby thesenderdespitefailuresand
MStreammovements.Whenthetargetof a messagemoves,messagesthathave not beenconsumedhave to be
deliveredto theMStreamat thenew Site.Therearetwo strategiesonemayconsiderin addressingthisproblem
(1) Forwardun-consumedmessagesfrom theold Site to thenew Siteor (2) Re-deliver from thesenderto the
new Site. Forwardingmessageshassomenegative implicationsfor reliability andstability. If the Site from
which the MStreamis migrating diesbeforebufferedmessageshave beenforwardedto the new Site, these
messageswill be lost. Also, if the target MStreamis moving rapidly, forwardingwill result in un-consumed
messagesbeingretransmittedseveral timesbeforefinal consumption.Hence,we followedthesecondstrategy.
In our system,the senderbuffers eachmessageuntil it receivesnotification that the handlerhasrun andthe
messagehasbeenconsumed,re-transmittingthemessageon time-out.
In our system,whenan MStreammoves,it takesvariousstateinformationalongwith it. Clearly, thereis an
implicit movementof handlercodeandAgentexecutionstate,but in addition,theMStreamtakesastatevector
of sequencenumbers.Thereis a slot in this vectorfor eachlive MStreamthattheMStreamin motionhassent
messagesto or receivedmessagesfrom. Eachslot containsa sent-receivedpair of integersindicatingthenext
sequencenumberto besentor received from a givenMStream.This allows themessagingcodeto determine
how to stampthe next outgoingmessageor what sequencenumbershouldbe consumednext from a given
sender.
Our protocol usesa sliding-window acknowledgementmechanismsimilar to thoseemployed by TCP. The
senderbuffersun-acknowledgedmessagesandcomputesa smoothedestimateof theexpectedround-triptime
for theacknowledgmentto arrivefrom thereceiver. If theacknowledgmentdoesnotarrive in theexpectedtime,
thesenderre-transmitsthemessage.Thesenderkeepsa transmitwindow of messagesthathave beensentbut
not acknowledgedby thereceiver andadjuststhewidth of this window dependinguponwhetheranACK was
received in theexpectedtime. Thereceiver keepsa receptionwindow that it advertisesin acknowledgements.
The sendertransmitwindow is the minimum of the receptionwindow andthe window sizecomputedby the
sender. As in TCP, thesenderusesACKsasaclock to strobenew packetsinto thenetwork. WhenanMStream
moves,a LocationManager is informedof its new location.Messagesfrom sendersthatarependingdelivery
to theMStreamthathasmovedusetheinformationstoredby theLocationManagerto re-sendmessagesto its
new location.Theslow startalgorithmis adaptedfrom theTCPandis asfollows:

– Eachsenderhas,aspartof its mobilestate,informationpertainingto eachMStreamthathasbeenopened
by its Agents.This stateinformation includesa buffer of messagesthat hasbeensentbut not acknowl-
edged,asendercongestionwindow for eachreceivercwnd[receiver] andapairof sequencenumbers
correspondingto thenext messageto sendto (or receive from) agivensender(or receiver).

– Whenstartingsetcwnd[receiver] to 1. Whenthereceiver hasbeendetectedashaving movedby the
sender, setits correspondingcongestionwindow to 1. Whena lossis detected(i.e. senderACK doesnot
arrive in theestimatedround-triptime or a NAK arrivesfrom thesender),halve thecurrentvalueof the
congestionwindow.



– For eachnew ACK from a receiver, increasethesenderscongestionwindow for thereceiver
(cwnd[receiver]) by oneuntil thesender-establishedmaximumor themaximumadvertisementof the
receiver is reached.

Besidesintegrationwith theLocationManager, we departfrom TCPin anotherimportantregard- thereceiver
sendsan acknowledgementfor a messageonly after the handlerhascompletedexecutionat the receiver. We
adoptthis strategy for two reasons(1) if the receiver moves while therearestill un-consumedbut buffered
messages,the site from which the move originatedmay elect to discardthesemessagesand the senderis
responsiblefor retransmissionand (2) if the receiver site fails beforebuffered messagesare consumed,the
senderhasto detectthis occurrenceandre-transmitun-consumedmessages.
While we have describedour basicmechanismfor reliability andmobility, thereareseveral performanceand
scalingquestionsthatneedto beaddressedatthispoint.First,how doestheefficiency of movementnotifications
affecttheperformanceof messagedelivery?Second,how doesthereceiverwindow getestablished?Third,what
do we do with packetsthataresentto locationswherea receiver doesnot reside?We examinetheanswersto
thesequestionsin thesectionsthatfollow by usinga simulationstudies.

3 Simulation Approach

Estimatingthedetailedbehavior andperformanceof a distributedsystemis difficult. Thereareseveraldegrees
of variability andtheinteractionbetweenphysicaleffectsis oftendifficult to determine.In orderto evaluateour
algorithmsunderavarietyof conditions,weconstructedadetailedsystemsimulationusinganin-situapproach.
This approachwrapsa simulatedenvironmentaroundtheactualAGNI systemandapplicationcodeusingthe
CSIM [14] simulationlibrary. Wereplacethreadcreations,semaphorelockingandmessagesendsandreceives
with simulatedversionsof these,but leave therestof thecodeunmodified.We insertedsimulateddelaysinto
the codeat variouslocationsand tunedthesewith the goal of matchingreal andsimulatedperformancefor
variousparametersof interest.Onecangetagoodideaaboutwhichsystemdelaysaresignificantby lookingat
thegprof executiontraceof theactualsystem.Thesimulationcontainsotherparametersthathave beentuned
sothatthesimulatedperformancematchestheactualperformanceof thesystem.Weadjustedtheseparameters,
using experimentaldataso that the messagelatency and packet drop percentageof the real and simulated
systemsmatch.We first gatheredtheexperimentaldataby runningthesystemon a testbedof machines.Next,
we rana geneticalgorithmon thesimulationto adjustthe simulationtuning parametersso that theoutputof
thesimulationmatchedtheactualsystem.We repeatedthis exerciseover a rangeof scenariosto increasethe
confidencelevel in our simulation.
Figure1 shows anexampleof thefit betweenreal andsimulatedsystemsfor the two quantitiesof interestin
this paperwhich are: (1) the ratio of packetssentto thepacketsdeliveredwhich is a measureof thepackets
lost in transitand(2) theaveragetime to consumeapacket which is a measureof thethroughput.
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Fig.1. Simulatedversusactualtimepermessageandpacket ratio.Bothend-pointsarefixed.Packetdropis effectedby random
dropwith uniform probability.
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Fig.2. Simulatedversusactualtime permessageandpacket ratio oneend-pointfixedandoneend-pointmoving. Packet drop
percentageis 0.

4 PerformanceAnalysis of BasicProtocol Mechanisms

Thereliablepeer-to-peerprotocolachievesits efficiency throughpipeliningmessageproductionwith thedelay
causedby of thelink andmessageconsumption.It is importantto characterizewhathappenswhenthesystem
is re-configuredand the pipeline is broken as a result of Agent motion. In our simulation,the systemand
applicationarecharacterizedby : (1) MessageProduction Time: Time taken to producea messageby the
senderof themessage(2) MessageConsumptionTime: Timetakento consumethemessageby thehandlerat
therecipient.(3) Link Latency: Timethatthemessagespends”on thewire” beforeit reachestherecipient.(4)
Drop percentage:To keepthemodelsimple,we assumea uniform randomdropmodel.Packetsaredropped
at random,at a fixedprobability, accordingto a uniform distribution. (5) Location Tracking Latency: Delay
in reportingthelocationof anMStreamincurredby theLocationManagementinfrastructure.

4.1 The Importance of Efficient Location Tracking

If multiple Mobile Agentsare to cooperateby sendingmessagesto eachother, therehasto be a meansof
trackingwherethe Agentsresideso that they canfind eachotherefficiently. The supportneededfor this is
similar to the DomainNameService(DNS) for IP. However, thereare importantconsiderationsto be taken
into accountthatdo not presenta problemfor a relatively staticworld suchastheoneaddressedby theDNS.
A designissuethat needsto be consideredis propagationdelayof location information.The DomainName
Servicein IP is hierarchicallystructuredwhich gives it greatscalability. However, the hierarchicalstructure
could imply a greaterlatency for answeringlocation queries.In the context of highly mobile systems,the
capabilitiesandtheresponsivenessof name-to-locationmappingservicesareof critical importancein thedesign
andperformanceof Agent communicationprotocols.In this section,we examinethe interactionof location
trackingmechanismwith our protocolfor reliablemessagingamongMStreams.
We assumethat applicationscan be dynamicallyreconfiguredat any time resultingin situationswith both
the senderandreceiver moving while therearestill pending,un-deliveredmessages.In our design,whenan
MStreammoves,a LocationManageris informedof thenew SitewheretheMStreamwill reside.This infor-
mationneedsto bepropagatedto eachAgent thathasopenedtheMStream.Threenotificationstrategieswere
considered:(1) a lazy strategy wherethepropagationof suchinformationis deferredandmadeavailableon a
reactive basisby informing sendersaftertheir next attemptto transmitto theold location,(2) aneagerstrategy
wheretheLocationManagerinformsall sitesaboutthenew MStreamlocationby disseminatingthis informa-
tion via multicastor multiple unicastmessagesand(3) a combinedstrategy which informs all senderson an
eagerbasisandredirectsmisdirectedmessagesif theneedshouldarise.
In our protocol, the senderexpectsto get an acknowledgementback from the target location for a given
messagein 1.5 times the expectedround-trip time. The estimatedround-trip time is computedby keeping



a running estimateof expectedround trip time to eachtarget site for eachopenMStreamand recomput-
ing it on eachacknowledgementusinga smoothingestimatorsimilar to the oneemployed by TCP [6] ( i.e.���	��
�����	��
�� ��������������� �"!#��$ ���	�

). As in TCP, we usean � valueof 0.75.Theexpectedround-trip
time includesthetime for thehandlerto run astheacknowledgementonly returnsafterthehandleris executed
at the targetMStream.If theacknowledgementdoesnot arrive in theexpectedtime, thesenderattemptsa re-
transmissionof themessage.This is re-triedk (currentlysetto 3) timesbeforethesendersendsthemessageto
theLocationManagerto beforwardedto thenew destinationfor theMStreamanddropsits congestionwindow
cwnd[receiver] to 1. TheLocationManagerforwardsthemessageto thecurrentSitewherethereceiver
residesandsendsa notificationbackto thesenderinforming it aboutthenew locationof thereceiver. Both the
combinedandthelazy schemesadoptthis forwardingstrategy. However, in thecombinedscheme,in addition
to this forwardingservice,theLocationManagerinformsall Sitesthathave anopenMStreamhandlefor the
MStreamin motion,immediatelyassoonasa movementtakesplace.
Locationupdatemessagescanbedelayedin transit,or lost. Thedelayin locationnotificationsis importantto
considerasit affectstheperformanceof messagedelivery in highly mobilesystems.We have a classiccaseof
scalabilityversusresponsivenessandit is importantto studytheeffect of this tradeoff to determinethecostof
scalablestructures.Notethatwe do not rely on theSitespropagatinglocationinformationthemselvesfor two
reasons: (1) theSitesareassumedto beunreliableandthelinks arelossysothelocationupdatemessagemay
belostandneverreachthesenders(2) if multipleSitesaresendinglocationupdateinformation,theinformation
maybeoutof syncandleadto instability for rapidly moving targets.
Our first simulationscenarioinvolvesa singlesenderanda singlereceiver that is moving randomlybetweena
setof locations.Thesendersendsmessagesto thereceiver who movesafterm messages.Thereceiver moves
round-robinbetween10 locations.Eachtime thereceiver moves,the locationmanagersendsa notificationof
the move to the senders.We examinethe effect of delayingthis notificationon the averagetime to for each
messageandon thenumberof retransmissionspermove.Wepresenttheseresultsfor two cases- a perfectlink
with no lossanda lossylink with 5% dropin theFigure3. The interactionsbetweenthevariousmechanisms
area bit morecomplex thanonemight expectat the outset.For example,notethat in the caseof the rapidly
moving endpoint(move interval of 5) thesenderwindow never getsachanceto openupsothereis nomessage
pipeline.As the receive window never getsfilled, fewer messagesget droppedat the receiver. The message
droppercentagesarethuslower thanin theothercasesasno messagesaredroppedwhenthereceiver moves-
especiallywith thelow locationlatencies.
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Fig.3. Effect of locationlatency on messagesdroppedpermove. Early messagesarecachedfor 1 secondat thereceiver. The
senderremainsfixed.Themoveinterval is thenumberof messagespermove of thereceiver.

As may be observed,with the TCP-like senderreliableprotocol,locationlatency hasa significantimpacton
messagedrop when the MStreamsmove frequently. When an MStreammoves, the sendersget notification
of the new locationof the MStream.If move notification to sendersis delayed,the pipeline is broken for a
longerperiodof time andhencethe receiver remainsidle. The senderhasto transmitits full window to the



new locationagainwhenthereceiver hasarrived.This effect is illustratedin Figure4 which shows theeffect
of differentpropagationdelaysof theLocationManageron thesequencenumbersof themessagessentby the
senderandconsumedby thereceiver. Theeffect is asexpected.A higherlocationlatency resultsin thepipeline
beingdisruptedfor a longerperiodof time andhencegreaterlossandreducedperformance.
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Fig.4. The top figure shows the sequencenumberof senderandreceiver with a location latency of 0.1 sec.andthe bottom
figureshows sequencenumbersof senderandreceiver with a locationlatency of 1.0 seconds.Senderis producinga message
onceevery 0.01secondsandthereceiver handlerrunsfor 0.001seconds.Link latency is 0.01seconds.Theeffect of increased
pipelinedisruptionwith higherlocationlatency is evident.

4.2 CachingMis-deliveredMessages

When a move notification is received, the senderstartstransmittingmessagesto the new location for the
MStream.Note that theMStreammaynot have arrived at its new site by the time thesenderis notified.One
interestingdesignissueis what to do with the packets that arrive at a site prior to the arrival of the receiv-
ing MStream.Thesimpleststrategy is to drop the packets,but in highly mobile systems,otheroptimizations
mayresultin betterperformance.If thetargetSiteof themove holdson to earlypacketsfor sometime before
discardingthem,the MStreammay arrive in that time andsuccessfullyconsumethesepackets.This simple
optimizationhasa significanteffect on performanceascanbeseenin Figure5. As expected,thebenefitfrom



this optimizationdisplaysa stepbehavior. After a threshold,holdingpacketsfor additionaltime doesnotyield
greaterbenefitasthepipelinestarvationeffect causedby themove is alreadymaskedbeyondthis threshold.
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Fig.5. OpportunisticCaching- Senderis producingamessageevery0.005secondsandreceiver is consumingamessageevery
0.001seconds.Locationlatency is 0.5seconds.Theconnectionsloss-free.

The sequencenumberplots of the senderandreceiver shown in Figures6 illustratesomeinterestingeffects.
In thetop figure,thereis no cachingof packets.Thepipelineshows starvationafter themove. This effect can
beexplainedby consideringwhathappensto thesendbuffer right afterthemove.As previously described,the
senderretransmitsa packet 3 timesto thereceiver andif it doesnot receive anACK in thatinterval it sendsthe
packet to the locationmanagerfor forwardingandshrinksits sendwindow down to 1. If the receiver simply
discardseachpacket, the systemgoesinto a statewherethe senderis unableto increaseits sendwindow as
eachsuccessive packet reachesits maximumcountandgetssentto theLocationManagerfor forwarding.On
theotherhand,if the target locationholdson to thepacketsfor a while beforediscardingthem,this givesthe
receiverachanceto consumethemessageandsendanACK backto thesender. As canbeseenfrom thebottom
two plots in Figure6, the pipeline is lessseverely disruptedby cachingthe packets ratherthan immediately
discardingthemaftera move andhencethethroughputis significantlyimproved.
This experimentillustratesa larger problemof stability of sucha protocol.As this exampleshows, without
damping,thesystemcanbedriven into a stateof starvation.By addingbuffering at the receiver, whatwe are
doingis dampingthesystemandthis leadsto quicker re-stabilizationof thepipelineandaconsequentimproved
throughput.
Our experimentsindicatethata hold time of twice theexpectedrelocationtime of thereceiver is anadequate
hold time.In thefollowing section,weimplementacachingstrategy with ahold timeof 1 secondwhich is well
above this limit.

4.3 Optimizing the Receiver Window Advertisement

In TCP, thereceiver advertisesawindow thatis usedto computethesenderwindow size.Thereceiver window
sizeis theadvertisedbuffer sizefor thereceiver. Thelargerthiswindow, thegreaterthepossibleoverlapbetween
sender, asthereceiver is ableto buffer thesemessageswhile thesenderproducesmore.If the receiver moves
aroundfrequently, in our protocol,the messagesin the receive window of the receiver arediscardedandthe
receiver relieson thesenderto retransmitthesepacketsto thenew site.
Figure7 shows theeffectof receiverwindow sizesonthepacketdropandtheaveragedelivery timeperpacket.
Wekeptthereceiver window sizesconstantfor thisexperiment.As theplotsshow, it is moreefficient to have a
smallreceiverwindow advertisement,particularlywhenthereceiver is moving aroundfrequently. If thewindow
sizeis settoo large, the performancedegrades.Our experimentsindicatethat a window sizesetequalto the
expectedmove frequency works well andwe areexperimentingwith a dynamicschemewherethe receiver
window advertisementis relatedto themove frequency.
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Fig.6. Thetop figureshows thesequencenumberof senderandreceiver without opportunisticcaching,andthebottomfigure
shows thesequencenumberplot with 0.1secondscacheresidency. Senderis producinga messageevery 0.01secondsandthe
receiver’s appendhandlerrunsfor 0.001secondsseconds.Locationlatency is 0.5seconds.Link latency is 0.01seconds.
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4.4 Handling Failur es

Our protocolensuresthatmessagesaredeliveredin orderto the receiver despitefailure of the site wherethe
receiver is located.Themechanismworksasfollows. MStreamareassigneda reliableFailure Manager Site.
TheFailureManagerhasa copy of theMStreamAgentcode,andhasknowledgeof thecurrentSitesthathave
openedtheMStream.FailureaoccurswhenaSitedisconnectsfrom its FailureManager. Whena sucha failure
occurseachof theMStreamslocatedat theSite thathasfailedareimplicitly relocatedto its FailureManager
Sitewhereits Failure Handlers areinvoked.Failuresmayoccurandbehandledat any time - includingduring
systemconfigurationandreconfiguration.If the Site housingan MStreamshouldfail or disconnectwhile a
messageis beingconsumedor while thereare messagesthat have beenbuffered and not yet delivered,re-
delivery is attemptedattheFailureManager. To ensurein-orderdelivery in thepresenceof failures,themessage
is dequeuedatthesenderonly aftertheAppendHandlersat thereceiverhavecompletedexecutionandtheACK
for themessagehasbeenreceivedby thesender.
After a failure hasoccurredat the site wherean MStreamresides,a failure recovery protocol is initiated at
the Failure Managerthat re-synchronizessequencenumbersbetweenall Agentsthat have openedthe failed
MStream.The sequencenumbervector for the failed MStreamis reconstructedby queryingeachpotential
senderfor its next expectedsequencenumber. We assumethat the Sitesbeing queriedmay fail while this
processis ongoingbut thattheFailureManagersiteitself remainsreliable.

5 RelatedWork

Therearetwo otherefforts in Mobile Agentcommunicationthatarecloselyrelatedto our efforts.Murphy and
Picco[8] presenta schemefor communicationin Mobile Agentsystems.Ourwork differsin from this scheme
in the following respects:(1) We have assumedthat lossesandfailuresarepossibleon the network. (2) We
haveawindowedschemewith sender-initiatedretransmissionfor point to pointmessagesthatis fundamentally
differentin its operationthantheirs.(3) Their schemeworks for both multicastandunicast.Oursworksonly
for unicast.
Okoshi et al. describea mobile socket layer which is similar to our work andpresentdetailsof their model
in [9]. Our schememost resemblestheir Explicit Redirection scheme.However, the focus of our work is
differentfrom theirs.They have presenteda formal protocoldescriptionwhile we have concentratedmoreon
performanceandtuningaspectsasthey relateto mobility.
Mobile IP addressesthe issueof globalmobility [10]; that is, re-routingIP packetsto nomadicmachines.On
this infrastructure,a reliableprotocolsuchasmobileTCPmaybebuilt. Mobile TCP [1] addressesa different
setof goalsthantheoneswe aretrying to achieve. In thecaseof Mobile TCP, theprotocolstackremainsfixed
while themachinein which theprotocolstackexecutesmovesaround.IP packetsareredirectedto themachine
via mobileIP. In ourcase,theprotocolstackitself is mobile.
In contrastwith systemssuchasAgent Tcl [5] andSumatra[12] we do not supportstrongmobility, defer-
ring migrationsto Handlerboundaries.Our local event-modelis very similar to commercialsystemssuchas
Agelets[7] andVoyager[4], with eventsbeingtriggeredby local changesin statesuchasmessagearrivals,
MStreamarrivalsanddepartures.Globaleventsaretriggeredby changesto thestateof thedistributedsystem.
Thebasicmechanismsandcommunicationabstractionsthatwedefinearesufficient to build moresophisticated
mechanismssuchasthosesupportedby Mole [16, 2].
While we shareseveralsimilaritieswith thesystemsmentionedabove, our communicationschemedifferssig-
nificantlyfrom thoseemployedby thesesystems.Specifically, wedonotemploy forwardingpointersto redirect
messagesfrom thehomelocation.MStreamsneedto rendezvousat a Siteto communicate,nor do we employ
RPCor rendezvous.In their examinationof Mobile Agent Communicationparadigms,Cabri et al. [3] argue
thatdirectco-ordinationor messagepassingbetweenMobile Agentsis notadvisablefor thefollowing reasons:
(1) thecommunicatingMobile Agentsneedto know abouteachothersexistence(2) routingschemesmaybe
complex andresultin residualinformationat thevisitednodesand(3) if Mobile Agentsneedto communicate
frequentlythey shouldbeco-locatedanyway. They suggestblack-boardingstyleof communicationfor Mobile
Agents.They alsonotethatdirectmessagepassinghastheadvantageof beingefficient andlight-weight.We
concurwith their commentsfor free-roamingdisconnectedAgentsbut we have targetedour systemtowards
distributedinteractingsystemsratherthandisconnectedoperationsandhave presenteda protocolfor one-way
reliablemessagepassingthatwe feel is appropriateandefficient for this classof applications.We agreewith
the observation by Cabri et al. [3], that forwardingmessageswhenAgentsarerapidly moving canresult in



messagestraversingthevisited locationsandeffectively chasingthe moving Agent aroundover several hops
beforebeingfinally consumed.
Locationmanagementis animportantdesignissuein Mobile PCStracking.Mobile PCSlocationmanagement
strategiesattemptto minimize the latency of locatingthemobilePCS.A commonschemeusesa simpletwo-
level hierarchywith a homelocation that hascurrentknowledgeof the location of the user. More scalable
schemesuseamulti-level hierarchy[11]. As in oursystem,thereis atrade-off betweenscalabilityandresponse
time.
vanSteenetal. [17], presentaglobalmobileobjectsystemcalledGlobethathasascalable,hierarchicallocation
manager. This systemis suitablefor slow moving objectssuchasthoseassociatedwith peoplemoving around
from onelocationto another. However, Mobile Agents,canin general,movemuchmorerapidlyandaswehave
shown in this paper, latency of locationmanagementis animportantfactorcommunicationefficiency.

6 Conclusions,Limitations and Future Work

In thispaperwepresentedanapplicationlevel,modifiedslidingwindow protocolfor whichfunctionsmuchlike
TCP, but is ableto handlesomespecialrequirementsfor Mobile Agentsystemssuchasstackmobility, siteand
link failuresandrapid re-configuration.We examinedthe effectsof different locationmanagementstrategies
andin particularpresentedtheeffect of thelatency of locationresolution.Our conclusionsfrom this studyare
asfollows: (1) TheLocationManagerplaysa key role in communicationefficiency of a reliableprotocolfor
Mobile Agents.For our simulations,a combinedlocationpropagationstrategy worked betterthana lazy one.
(2) In ahighly dynamicenvironmentwhereAgentsarefrequentlymoving aroundandsendingmessagesto each
other, earlymessagesshouldnotbeimmediatelydiscarded.Wefoundthatholdingmessagesfor severalseconds
for possibledeferredconsumptionaidedtheprotocolby reducingthenumberof re-transmissions.Examination
of messagetracesrevealedthat this improved performancewasbecausebuffering masksthe propagationof
location and other information as the systemis being dynamicallyreconfiguredand allows the pipeline to
continueto functionwhile theseactionsaretakingplace.(3) Receiverwindow sizehasasignificanteffectonthe
protocol.A big receive window causeshigherlossesbecausemessagesin thewindow arediscardedon move.
Too smalla receive window reducesthroughputasno overlapis possible.A strategy thathasshown promise,
but thatwe needto examinefurther is to allow the receiver to setthe receive window to equalthenumberof
messagesbetweenmoves.This receiver advertisementis adjusteddynamically, basedon consumptionrate.
It maybenotedasa weaknessin ourapproach,thatthatwe have assumeda reliable,highly availableLocation
ManagerandFailure Manager, wheresomestateis centralized.Both the LocationManagerand the Failure
Managermaybereplicatedfor reliability andthemessagingprotocolremainsunchanged;however, therewould
be additionalprotocolcomplexity to dealwith failuresof theseSitesthemselves whenfailure handlingand
motion is taking place.The strategy of sendingan acknowledgementonly after the AppendHandlerat the
receiver hascompletedexecutionhasa possibleshortcoming;i.e. if thetime for for which theappendhandler
runsshows a greatdegreeof variability, theretransmittimer of thesenderwill not converge.We areassuming
thattheAppendHandlerthatrunsonmessageconsumptionrunsfor a finite interval of timeanddoesnotshow
extremevariability, which arereasonableassumptionsfor theof thetypesof reactive distributedtestscripting
environmentsfor which we aretargetingour system,but maynothold for othersystems.
We have also implementeda simulationof a simplified versionof ScalableReliableMulticast for Mobile
Agents.We deferpresentingthe detailsof this protocol to a future work. We hopethat our implementation
andsimulationenvironmentwill beusefulfor othersdesigningalgorithmsandapplicationsfor Mobile Agent
systemsandwe make it availablefor publicdownloadfrom http://www.antd.nist.gov/itg/agni or via email.
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